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ABSTRACT 

Ecologists also use camera traps to monitor wildlife populations. This procedure is utilized to deliver enormous 

informational indexes which can be hard to physically break down for research groups. Specialists are 

progressively recruiting open volunteers as individuals to aid the order of photographs. The quantity of camera 

trap examines makes it progressively hard to track down adequate volunteers to handle all activities in time. 

Advances, especially profound learning, in machine training, permit the exact programmed grouping of pictures. 

Preparing models with existing datasets of pictures arranged by residents' researchers and their ensuing 

execution in new investigations will significantly lessen human exertion. The precision of tests, nonetheless, 

relies upon the amount, quality and assortment of data accessible for preparing models, and the writing centers 

around ventures with a great many explicit marked pictures. Numerous camera trap ventures come up short on 

countless marked recordings, so current AI methods can not be utilized. Moreover, also projects with labeled 

images from similar environments fail to follow methods for profound learning because image classification 

models overfit different image backgrounds (i.e. positions of camera). We do not concentrate on automating 

camera trap image marking, but rather on speeding up this method in this article. In order to construct a scalable, 

speedy and accurate active learning system we combine artificial intelligence and human intelligence, to reduce 

the manual work necessary for identification and counting animals in camera-trap images. Our proposed system 

will match with only 14,100 manual labels the state-of-the-art data collection of 3,2 million, which means 

manual labeling has decreased by more than 99.5 percent. 

 

1. INTRODUCTION 

Camera traps have the predefined areas close to the creature trails, watering places, salt licks, and so forth. 

These days, the camera traps can't be associated into privately appropriated systems with information 

transmission and correspondence in far off domains of the public parks and untamed life havens. The workers 

perceive any camera trap 's fixed situation under many years' perceptions and each camera trap is an 

autonomous gadget, which stores data on any development inside a scene for half years with the movements and 

glimmer sensors. -- camera trap gathers in this sense incredible quiet images or short films, which are captured 

if any movement is detected in a scene. The movable article may be insects, oxen and men, but our benefit is 

that insects and winged beasts excluding humans from the investigations are differentiated and interpreted. 

Additionally, a few moving articles might be distinguished during one photograph meeting. On the off chance 

that camera trap stores despite everything pictures, at that point a few pictures through 3–5 s will be written in a 

hard drive as one identified occasion. The current date, time and temperature predictions naturally set each 

image apart. This helps us to organize the image arrangements in the database. Be that as it may, not all of gave 

pictures and films are accessible for programmed species acknowledgment. In our past distributions, we told the 

best way to make a sufficient foundation model for all seasons in the Northern nations like Russia [1] and how 

useful examples can be chosen [2]. The examination of dataset caught by camera traps in Ergaki public park, 

Krasnoyarsky Kray, Russia, 2012-2018, in the wake of barring the non-perceived pictures (obscured pictures, 

pictures with low differentiation, or non-justifiable posture of creature) demonstrated that restrictively first sub-

set contains incredible depiction of the animal gags, second sub-set fuses extraordinary depiction of the animal 

shapes, third sub-set holds a bit of the shapes, and forward sub-set of pictures incorporates the whole things. In 

this paper, we propose the technique, which sorts the photos into four sub-sets referred to above, and plan of the 

joint CNN solidifying three equivalent branches, which see autonomously the gag, part of shape, and whole 

shape. The yield affirmation result is described by the fundamental sub-set depiction and impelling the looking 

at parts of the joint CNN. Pictures with a human are banned during the arrangement technique.  

Untamed life populace examines rely upon following perceptions, for example events of creatures at recorded 

occasions and areas. This data encourages the displaying of populace sizes, disseminations, and ecological 
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cooperations [1, 2, 3]. Movement enacted cameras, or camera traps, give a non-nosy and similarly modest 

strategy to gather observational information, and have changed untamed life nature and protection in ongoing 

decades [4, 5]. Despite the fact that camera trap systems can gather huge volumes of pictures, transforming 

crude pictures into significant data is done physically, for example human annotators view and mark each 

picture [6]. The weight of manual audit is the principle hindrance of camera trap studies and restricts the 

utilization of camera snares for enormous scope contemplates. Luckily, ongoing advances in man-made 

brainpower have altogether quickened data extraction. Approximately propelled by creature minds, profound 

neural systems [7, 8] have progressed the cutting edge in assignments, for example, machine interpretation [9, 

10], discourse acknowledgment [11, 12], and picture characterization [13, 14]. Profound convolutional neural 

systems are a class of profound neural systems structured explicitly to handle pictures [8, 15]. Late work has 

exhibited that profound convolutional neural systems can accomplish an elevated level of precision in removing 

data from camera trap pictures—including species marks, check, and conduct—while having the option to deal 

with several pictures surprisingly fast [16, 17]. The wide accessibility of profound learning for quick, 

programmed, precise, and cheap extraction of such data could spare significant measures of time and cash for 

protection scholars. The precision of profound neural systems relies upon the plenitude of their preparation 

information [8]; best in class organizes regularly require a great many marked preparing pictures. This volume 

of marked information isn't normally accessible for camera trap ventures; along these lines, most undertakings 

can't yet successfully outfit profound learning. Indeed, even in situations where a broad preparing set is 

accessible, preparing marks are quite often as picture level or grouping level species names, for example they 

don't contain data about where creatures happen inside each picture. This outcomes in a solid reliance of 

profound systems on picture foundations [18, 19], which restricts the capacity of profound learning models to 

create exact outcomes in any event, when applied to areas with species dispersions that are like their preparation 

information, yet with various sceneries because of various camera trap areas. 

 

2. LITERATURE REVIEW 

A. A Novel System for Automatic Detection and Classification of Animal In this paper, a novel framework for 

programmed recognition and characterization of creature is introduced. Framework called ASFAR (Automatic 

System For Animal Recognition) depends on circulated supposed 'watching gadget' in assigned region, the 

principle errand of watching gadget is to identify creatures in wild nature and afterward send the portrayals to 

fundamental figuring unit (MCU) for assessment. it go about as worker and framework. Camcorder, calculation 

unit, control unit, correspondence unit and gracefully unit are the principle parts of watching gadget. director. 

The undertakings of MCU are: • Collecting pictures from watching gadgets, • Using characterization 
calculations to survey obscure items to characterized classes, • Determine relocation passageways, • store all 
outcomes, • control and oversee watching gadgets and different eqipments. Watching gadget gather information 
from assigned region at that point, the significant undertaking of programmed framework is to make movement 

vectors of creatures and the relating relocation halls. ASFAR will be set in wild nature, regularly without 

admittance to the power system and web association. Framework needs to work 24 hour a days and as far as 

might be feasible. Hence, there is a need to limit the force utilization of the framework. It is important to 

organize a location calculation and powerful article portrayal calculations to decrease information move over 

correspondence module. One of the principle assignments of MCU is assess obscure item gotten from watching 

gadget to known classes. To play out this errand, there is have to utilize strategies for object acknowledgment 

and grouping. This technique comprises of two sections, preparing and testing part. In preparing part, visual 

descriptors are extricated from preparing picture dataset and they are utilized to make an arrangement model. In 

testing part, characterization model is utilized to assess an obscure items to the fitting class. Visual descriptors 

are utilized to catch the nearby appearance of articles. In ASFAR framework, blend Bags of visual key focuses 

(BOW) and Support Vector Machine (SVM) strategies were utilized to make a characterization model. Initially, 

preparing information assortments are utilized to set up the characterization model boundaries to recognize 

various classes. At that point, the classifier can assess an obscure item to the proper class.  

B. Animal Recognition and Identification with Deep Convolutional Neural Networks for Automated Wildlife 

Monitoring 1) Convolutional Neural Networks for Image Classification: CNNs are in a general sense neural 

framework based learning models expressly expected to take advance the spatial structure of data pictures, 

which are regularly in 3-dimensional volume: width, height, and significance (the amount of concealing 

channels). A CNN is essentially a progression of layers which can be isolated into packs each including 

convolutional layer notwithstanding non-straight institution work, and pooling layer, finished by a few 

completely associated layers where the last one is the yield layer with expectations. The presentation of 

information driven AI approaches relies carefully upon the size and nature of gathered preparing datasets. 

Genuine articles display extensive changeability, requiring a lot bigger preparing sets to learn and perceiving the 

item. 2) Wildlife Classification: Monitoring untamed life through camera traps is a viable and dependable 

strategy in common perception as it can gather a huge volume of visual information normally and reasonably. 

The natural life information, which can be completely programmed caught and gathered from camera traps, be 
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that as it may, is a weight to break down to distinguish whether there exist creature in each picture, or recognize 

which species the items have a place with. Making this exorbitant, tedious manual examining measure 

mechanized consequently could drastically diminish a lot of human asset and rapidly give research discoveries. 

3) Recognition Framework for Animal Monitoring: Recognition outline work comprise of two undertaking (1) 

Wildlife location: This is to check whether there exist creature in a picture, and (2) Wildlife distinguishing 

proof: To recognize the types of creature. It has been demonstrated that CNNs beat different methodologies in 

the subject of picture characterization; hence in this work we center around embracing late cutting edge CNN 

structures for both those two undertakings discovery and acknowledgment. Proposed acknowledgment 

framework comprises of two CNN-based picture arrangement models relating to the two tended to errands. 

Initial a CNNbased model is intended to prepare a double classifier, to be specific Wildlife finder; at that point 

another CNN-based model is made to prepare a multi-class classifier, specifically Wildlife identifier. The 

dataset contains high goal pictures of 1920×1080 and 2048×1536 pixels, however the contribution to CNN 

model ought to be in fixed measurement. Along these lines, every single unique picture were resized to 224 × 

224 pixels for preparing. Information quality, which can be improved by increase procedures, is a key to 

information driven AI models; anyway in this work a couple of information enlargement measures were applied 

to preparing pictures. For each errand we train CNN models in two situations: imbalanced and adjusted datasets. 

We register grouping precision for the two cases. If there should arise an occurrence of dataset irregularity, 

Fmeasure is utilized notwithstanding exactness, to test the vigor of the proposed framework. Exactness on the 

approval set is utilized as execution metric. To assess move learning, we complete preparing Task 2 Wildlife 

recognizable proof, in two situations: preparing model without any preparation and tweaking with accessible 

ImageNet pre-prepared models. Tweaking strategies influence a system pre-prepared on a huge dataset, for this 

situation is the ImageNet, in light of the supposition that such system would have just learned helpful highlights 

for most PC vision issues, consequently could arrive at preferred precision over a model prepared on a littler 

dataset. Our tweaking cycle follows three stages: right off the bat the convolutional squares are imported, at that 

point the model will be prepared once on new preparing and approval information, at last the completely 

associated model with less indicated classes will be prepared on head of the put away highlights.  

C. Creature species grouping strategy foreseen a DCNN with 3 convolutions of layer and 3 overall pooling layer 

as illustrated in Figure 10. Visual programming tools to enable large-scale collaborative monitoring of wildlife 

The convolutionary layer has an overall bit of 9/9 while the pooling layer has a portion of 2/2. The layer is 

overlapping. The Image Patch has 128 / 128 pixels uniform. The yield would be 120 — a complete 120 — 

inside one convolution layer, which is added in 2-D to the 128 — 128 knowledge layer. Since there are 32 bits 

in the principal convolution layer, we have 32 out networks. After 2 × 2 max pooling, the yield of the principal 

layer will have 32 60 × 60 grids, which are contributions to the subsequent convolution layer. Correspondingly, 

the yield of the second layer convolution will create 32 52 × 52 grids. With max pooling, the yield will be 

3226×26 grids. At the third layer, after convolution and max pooling, the yield will be 32 9 × 9 lattices, being 

changed over into a 2592 dimensional vector. From that point forward, a completely associated layer and a 

softmax layer are utilized. The delicate max layer has 20 neurons and the maximum yield among these 20 

neurons is utilized to decide the mark of information picture. An information increase measure is likewise 

utilized during our preparation stage.  

Initially proposed by LeCun et al., CNNs have been indicating extraordinary down to earth execution and been 

broadly utilized in AI in the past ongoing years, particularly in the zones of picture order discourse 

acknowledgment [22], and normal language handling. These models have made the cutting edge results that 

even outflanked human in picture acknowledgment task, because of late enhancements in neural systems, to be 

specific profound CNNs, and figuring power, particularly the effective usage of equal registering on graphical 

preparing units (GPUs), and heterogeneous disseminated frameworks for learning profound models in huge 

scope, for example, TensorFlow. 

2.1 Deep learning  

The most well-known kind of AI utilized for picture arrangement is regulated realizing, where input models are 

furnished alongside comparing yield models (for instance, camera trap pictures with species marks), and 

calculations are prepared to make an interpretation of contributions to the fitting yields. Profound learning is a 

particular sort of regulated learning, worked around counterfeit neural systems, a class of AI models propelled 

by the structure of organic sensory systems. Each fake neuron in a framework takes in a couple of information 

sources, calculates a weighted complete of those wellsprings of data, goes the result through a non-linearity (for 

instance a sigmoid), and imparts the result along as commitment to various neurons. Neurons are ordinarily 

sorted out in a couple of layers; neurons of each layer get commitment from the past layer, measure them, and 

pass their respect the accompanying layer. A significant neural framework is a neural framework with in any 

event three layers. Normally, the free limits of the model that are readied are the heaps (also called relationship) 

between neurons, which choose the largeness of every component in the weighted total. In a totally related 

layer, each neuron gets commitment from all the neurons in the past layer. Then again, in convolutional layers, 

every neuron is just associated with a little gathering of close by neurons in the past layer and the loads are 
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prepared to identify a valuable example in that gathering of neurons. Also, convolutional neural systems infuse 

the earlier information that interpretation invariance is useful in PC vision (for example an eye in one area in a 

picture stays an eye regardless of whether it shows up elsewhere in the picture). This is upheld by having an 

element indicator reused at numerous focuses all through the picture (known as weight tying or weight sharing. 

A neural system with at least one convolutional layers is known as a convolutional neural system, or CNN. 

CNNs have indicated great execution on picture related issues. The loads of a neural system (otherwise known 

as its boundaries) decide how it makes an interpretation of its contributions to yields; preparing a neural system 

implies changing these boundaries for each neuron so the entire system creates the ideal yield for each info 

model. To tune these boundaries, a proportion of the inconsistency between the current yield of the system and 

the ideal yield is processed; this proportion of disparity is known as the misfortune work. There are various 

misfortune capacities utilized in the writing that are suitable for various issue classes. In the wake of 

ascertaining the misfortune work, a calculation called Stochastic Gradient Descent (SGD) (or current upgrades 

of it figures the commitment of every boundary to the misfortune esteem, at that point modifies the boundaries 

so the misfortune esteem is limited. 

2.2 Image classification  
In the PC vision writing, picture grouping alludes to relegating pictures into a few pre-decided classes. All the 

more explicitly, picture order calculations ordinarily dole out a likelihood that a picture has a place with each 

class. For instance, species ID in camera trap pictures is a picture order issue in which the information is the 

camera trap picture and the yield is the likelihood of the nearness of every species in the picture [16, 17]. Picture 

grouping models can be handily prepared with picture level names, yet they experience the ill effects of a few 

restrictions: 1. Normally the most plausible species is viewed as the mark for the picture; thusly, grouping 

models can't manage pictures containing more than one animal varieties. 2. Applying them to non-grouping 

issues like including brings about more terrible execution than order [16]. 3. What the picture grouping models 

see during preparing are the pictures and their related marks; they have not been determined what parts of the 

pictures they should concentrate on. Accordingly, they find out about examples speaking to creatures, however 

will likewise become familiar with some data about foundations [18]. This reality restricts their adaptability to 

new areas. In this respect, accuracy is usually less than that achieved with the preparation data when applied to 

the new datasets. In Tobak et al . [ 17], for example, their model prepared on U.S. photographs was less reliably 

described in a Canadian dataset by similar species. 

 2.3 Object detection  

Object detection Algorithms are aimed not only at recognizing pictures, but also at finding instances of 

predefined class images. The output bounding box coordinates of Object detection models include items plus a 

chance of defining each box. Object recognition models therefore manage representations of multiple class 

objects naturally. 

 
Figure 1: Models of object detection are able to detect multiple events in various groups of objects. 

A theory of this paper is that object distinguishing proof models may similarly be less delicate to picture 

establishments (because the model is told explicitly which territories of each image to focus on), and may thusly 

summarize all the more sufficiently to new zones. The limit of thing acknowledgment models to manage 
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pictures with various classes makes them drawing in for camera trap issues, where various species may occur in 

comparative pictures. In any case, planning object recognizable proof models requires ricocheting box and class 

names for each animal in the readiness pictures. This information is rarely significant for condition, and getting 

hopping box names is excessive; accordingly, hardly any camera trap adventures have such stamps. This makes 

getting ready item revelation models counter-intuitive for a few, camera trap adventures, yet progressing work 

has demonstrated the sufficiency of article area when bobbing box names are available.  

 

CONCLUSION  

The assignment of creature and fledgling species acknowledgment in the untamed life addresses numerous 

difficulties brought about by the variable indigenous habitat, shooting conditions, and conduct of vertebrates and 

winged animals. Despite every camera trap gives a few thousand of pictures in a portion of a year, almost 20-

30% of them can't be utilized for acknowledgment due to awful quality, non-fruitful posture, awful climate, and 

issues with luminance. We propose the joint CNN, which incorporates two branches VGG16 for the gag and a 

piece of shape acknowledgment and one branch for the entire shape acknowledgment. The best case for 

vertebrate acknowledgment is the point at which each of the three branches work (this implies a posture of 

warm blooded creature is useful for acknowledgment). Our proposed pipeline may encourage the organization 

of enormous camera trap clusters by lessening the explanation bottleneck (for our situation, by 99.5%), 

expanding the effectiveness of tasks in untamed life science, zoology, nature, and creature conduct that use 

camera traps to screen and oversee biological systems. This work recommends the accompanying three ends: 1. 

Article location models encourage the treatment of various species in pictures and can viably wipe out 

foundation pixels from resulting arrangement assignments. In this way, locators can sum up better than the 

picture order models to different datasets. 2. The embeddings created by a triplet misfortune beat those from a 

cross-entropy misfortune, in any event if there should be an occurrence of having restricted information. 3. 

Dynamic learning–AI strategies that influence human aptitude all the more proficiently by choosing example(s) 

for naming can drastically lessen the human exertion expected to remove data from camera trap datasets. 

 

REFERENCES  

[1] P. M. Vitousek, H. A. Mooney, J. Lubchenco, and J. M. Melillo, “Human domination of Earth’s 

ecosystems,” Science, vol. 277, no. 5325, pp. 494– 499, 1997.  

[2] G. C. White and R. A. Garrott, Analysis of wildlife radio-tracking data. Elsevier, 2012. 

 [3] R. Szewczyk, A. Mainwaring, J. Polastre, J. Anderson, and D. Culler, “An analysis of a large scale habitat 

monitoring application,” in Proceedings of the 2nd International Conference on Embedded Networked Sensor 

Systems, 2004, pp. 214–226.  

[4] B. J. Godley, J. Blumenthal, A. Broderick, M. Coyne, M. Godfrey, L. Hawkes, and M. Witt, “Satellite 

tracking of sea turtles: Where have we been and where do we go next?” Endangered Species Research, vol. 4, 

no. 1-2, pp. 3–22, 2008. 

 [5] I. A. Hulbert and J. French, “The accuracy of GPS for wildlife telemetry and habitat mapping,” Journal of 

Applied Ecology, vol. 38, no. 4, pp. 869–878, 2001.  

[6] R. Kays, S. Tilak, B. Kranstauber, P. A. Jansen, C. Carbone, M. J. Rowcliffe, T. Fountain, J. Eggert, and Z. 

He, “Monitoring wild animal communities with arrays of motion sensitive camera traps,” arXiv:1009.5718, 

2010.  

[7] A. F. O’Connell, J. D. Nichols, and K. U. Karanth, Camera traps in animal ecology: Methods and Analyses. 

Springer Science & Business Media, 2010.  

[8] A. Swanson, M. Kosmala, C. Lintott, R. Simpson, A. Smith, and C. Packer, “Snapshot Serengeti, high-

frequency annotated camera trap images of 40 mammalian species in an African savanna,” Scientific Data, vol. 

2, p. 150026, 2015.  

[9] S. Thorpe, D. Fize, and C. Marlot, “Speed of processing in the human visual system,” Nature, vol. 381, no. 

6582, p. 520, 1996.  

[10] X. Yu, J. Wang, R. Kays, P. A. Jansen, T. Wang, and T. Huang, “Automated identification of animal 

species in camera trap images,” EURASIP Journal on Image and Video Processing, vol. 2013, no. 1, pp. 1–10, 

2013.  

[11] G. Chen, T. X. Han, Z. He, R. Kays, and T. Forrester, “Deep convolutional neural network based species 

recognition for wild animal monitoring,” in Proceedings of the IEEE International Conference on Image 

Processing (ICIP), 2014, pp. 858–862.  

[12] A. Gómez, A. Salazar, and F. Vargas, “Towards automatic wild animal monitoring: Identification of animal 

species in camera-trap images using very deep convolutional neural networks,” arXiv:1603.06169, 2016. [13] J. 

Deng, W. Dong, R. Socher, L.-J. Li, K. Li, and L. Fei-Fei, “ImageNet: A large-scale hierarchical image 

database,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2009, 

pp. 248–255.  



                                                                                JOURNAL OF CRITICAL REVIEWS                                       

                                                                                          ISSN- 2394-5125      VOL 7, ISSUE 04, 2020 

 

2383 

 

[14] O. Russakovsky, J. Deng, H. Su et al., “ImageNet large scale visual recognition challenge,” International 

Journal of Computer Vision, vol. 115, no. 3, pp. 211–252, 2015.  

[15] N. Pinto, D. D. Cox, and J. J. DiCarlo, “Why is real-world visual object recognition hard?” PLOS 

Computational Biology, vol. 4, no. 1, p. e27, 2008.  

[16] C. M. Bishop, “Pattern recognition,” Machine Learning, vol. 128, pp. 1–58, 2006.  

[17] Y. LeCun, B. Boser, J. S. Denker, D. Henderson, R. E. Howard, W. Hubbard, and L. D. Jackel, 

“Backpropagation applied to handwritten zip code recognition,” Neural Computation, vol. 1, no. 4, pp. 541–551, 

1989. 

 [18] K. Simonyan and A. Zisserman, “Very deep convolutional networks for large-scale image recognition,” 

arXiv:1409.1556, 2014.  

[19] C. Szegedy, W. Liu, Y. Jia, P. Sermanet, S. Reed, D. Anguelov, D. Erhan, V. Vanhoucke, and A. 

Rabinovich, “Going deeper with convolutions,” in Proceedings of the IEEE Conference on Computer Vision 

and Pattern Recognition (CVPR), 2015, pp. 1–9.  

[20] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “ImageNet classification with deep convolutional neural 

networks,” in Advances in Neural Information Processing Systems, 2012, pp. 1097–1105.  

[21] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in Proceedings of the 

IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2016, pp. 770–778.  

[22] R. Collobert and J. Weston, “A unified architecture for natural language processing: Deep neural networks 

with multitask learning,” in Proceedings of the 25th International Conference on Machine Learning (ICML), 

2008, pp. 160–167.  

[23] J. Gehring, M. Auli, D. Grangier, and Y. N. Dauphin, “A Convolutional Encoder Model for Neural 

Machine Translation,” arXiv:1611.02344, 2016.  

[24] J. Gehring, M. Auli, D. Grangier, D. Yarats, and Y. N. Dauphin, “Convolutional Sequence to Sequence 

Learning,” ArXiv e-prints, 2017.  

[25] D. Ciregan, U. Meier, and J. Schmidhuber, “Multi-column deep neural networks for image classification,” 

in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2012, pp. 3642. 

Thirupathi Battu received his Master of Computer Application from Kakatiya 

University.Warangal,India. He is pursuing his Doctoral degree in Information technology in Osmania University 

,Hyderabad. His research interest in Image Processing, Deep Learning, Neural Network. 

Dr.D.Lakshmi Sreenivasa Reddy working as Associate Professor in the 

Department of Information Technology and Head of MCA Department from 2017 To Till date. His contributed 

more than 30 research papers in reputed International Journal and Conference .His research area is Artificial 

Intelligence ,Machine Learning ,Deep Learning Data mining and Data warehousing , ,Image Processing. 

Discrete Mathematics. 

 

 


