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Abstract 

Bitcoin is the worlds’ most valuable cryptocurrency and is traded on over 40 exchanges worldwide 

accepting over 30 different currencies. It has a current market capitalization of 9 billion USD 

according to https://www.blockchain.info/ and sees over 250,000 transactions taking place per day. 

As a currency, Bitcoin offers a novel opportunity for price prediction due to its relatively young age 

and resulting volatility, which is far greater than that of fiat currencies. It is also unique in relation to 

traditional fiat currencies in terms of its open nature; no complete data exists regarding cash 

transactions or money in circulation for fiat currencies. Prediction of mature financial markets such as 

the stock market has been researched at length. Bitcoin presents an interesting parallel to this as it is a 

time series prediction problem in a market still in its transient stage. Traditional time series prediction 

methods such as Holt-Winters exponential smoothing models rely on linear assumptions and require 

data that can be broken down into trend, seasonal and noise to be effective. This type of methodology 

is more suitable for a task such as forecasting sales where seasonal effects are present. Therefore, the 

analysis of financial data for predicting the future bitcoin price has always been an important field of 

research with a direct and indirect effect on world economy. Due to the lack of seasonality in the 

Bitcoin market and its high volatility, these methods are not highly effective for this task. Given the 

complexity of the task, machine learning makes for an interesting technological solution based on its 

performance in similar areas. Hence, a time series analysis is utilized in this paper in order to find out 

the pattern of bitcoin price movement and forecasting the closing price of the next few days as well as 

analyzing the performance of the time series models.  

Keywords: Bitcoin price, cryptocurrency prediction, time series analysis, recurrent neural networks, 

long-short term memory models. 

1. INTRODUCTION 

Digital transformation of economies is the most serious disruption that is taking place now in all 

economies and financial systems. The economies and financial systems of the world are becoming 

digital at an unprecedentedly fast pace. According to a recent report, the size of digital economy in 

2025 is estimated to be 25% (23 trillion USD), consisting of tangible and intangible digital assets [1]. 

The most recent technology for establishing and spending digital assets is the distributed ledger 

technology (DLT), and its most well-known application being the cryptocurrency named Bitcoin [2]. 

Following these developments, blockchain technology has found its place in the intersections of 

Fintech and next-generation networks [3]. An important issue about the non-tangible digital assets, 

and especially cryptocurrencies, is price volatility. The price of Bitcoin (BTC) for the period of April 
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1, 2013, to December 31, 2019, can be seen in Fig. 1. BTC prices have exhibited extreme volatility in 

this period. The price has increased 1900% in the year 2017, consecutively losing 72% of its value in 

2018 [4]. Prior to 2013, the popular interest in BTC, its usage in virtual transactions and its prices 

have been low. That period is not considered in our models. Although the BTC prices exhibit 

extraordinary volatility, BTC as a digital asset is quite resilient as it can regain its value after 

significant drops, and even when the uncertainty is high in the market such as during the COVID-19 

pandemic [5].  

 

Fig. 1 Bitcoin (BTC) prices from April 2013 to April 2020. 

Despite its rapidly changing nature, the price of BTC has been an area where various 

researchers have presented efforts for price forecast. A number of studies have discussed whether 

BTC prices are predictable using technical indicators and demonstrated the existence of significant 

return predictability [6, 7]. Other recent studies such as [8, 9] and [10] have applied various machine 

learning-related methods for end-of-day price forecast and price increase/decrease forecasting. [9] 

reported maximum accuracy up to 63% for forecasting of increase or decrease of prices. [10] reported 

98% success rate for daily price forecast. However, the time periods of these studies have been 

limited by data—up to April 1, 2017 [10] and up to March 5, 2018 [9]. We believe that a current study 

is needed considering the volume of the BTC price movements that occurred after these dates. 

Secondly, the cited works focus on end-of-day closing price forecast and price increase/decrease 

forecasting for the next day prices. 

2. RELATED WORK 

When Bitcoin began to get worldwide attention at end of 2013, it witnessed a significant fluctuation in 

its value and number of transactions [11]. A strand of literature has examined the predictability of 

BTC returns through various parameters such as social media attention [12, 13] and BTC-related 

historical technical indicators [14]. One group studied the period from September 4, 2014, to August 

31, 2018, by capturing the number of times the term “Bitcoin” has been tweeted. The results showed 

that the number of tweets on Twitter can influence BTC trading volume for the following day [15]. 

Moreover, [16] studied the influence of users comments in online platforms on price fluctuations and 

number of transaction of cryptocurrencies and found that BTC is particularly correlated with the 

number of positive comments on social media. They reported an accuracy of 79% along with Granger 
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causality test, which implies that user opinions are useful to predict the price fluctuations. When it 

comes to time-series forecasts, there are three different types of model-based approaches for time-

series forecast according to [17]. The first approach, pure models, only uses the historical data on the 

variable to be predicted. Examples of pure time-series forecast models are Autoregressive Integrated 

Moving Average (ARIMA) [18] and Generalized AutoRegressive Conditional Heteroskedasticity 

(GARCH) [19]. [20] presents an ARIMA-based time-series forecast for next-day BTC prices. 

However, we have not yet seen a study based on GARCH. Pure time-series models are more 

appropriate for univariate and stationary time-series data. In this paper, we focus on machine learning 

with higher level features rather than the traditional models for the following reasons. First of all, 

BTC prices are highly volatile and non-stationary. We demonstrate that BTC prices are non-stationary 

in the next section. Secondly, there are a large number of features in the data and the proposed 

machine learning methodology handles autocorrelation, seasonality and trend effects, while the 

training process of pure time-series models require manual tuning to address these effects. The second 

approach, explanatory models, uses a function of predictor variables to predict the target variable in a 

future time. Model-based time-series forecast approaches have the disadvantage of making a prior 

assumption about data distributions. For example, [20] and [21] are based on a log-transformation of 

the BTC prices. Similarly, [21] used daily BTC data from September 2011 up to August 2017 to 

conduct an empirical study on modeling and predicting the BTC price that compare the Bayesian 

neural network (BNN) with other linear and nonlinear benchmark models. They found that BNN 

performs well in predicting BTC log-transformed price, explaining the high volatility of the BTC 

price. However, the above-mentioned studies have used log-transformed prices for reporting 

performance metrics, which are misleading, as such values tend to be lower than performance metrics 

computed using real prices. We have analyzed this by calculating the performance metrics using log-

normalized values and comparing against the non-log-normalized ones for our own results and found 

that although the log-normalized price forecast reports a much lower MAPE value, the actual error 

may be up to 10 times higher.  

Since cryptocurrency prices are nonlinear and non-stationary, the assumptions on data distributions 

may have adverse effects on the forecast performance. Non-stationary time-series models exhibit 

evolving statistical distributions over time, which results in a changing dependency behavior between 

the input and output variables. Machine learning-based approaches utilize the inherent nonlinear and 

non-stationary aspects of the data. They can also take advantage of the explanatory features by taking 

into consideration the underlying factors affecting the predicted variable. There are several research 

studies on modeling and forecasting the price of BTC using machine learning, [22] used Bayesian 

regression method that utilizes latent source model which was developed by [23] to predict the price 

variation using BTC historical data. [24] used machine learning and feature engineering to investigate 

how the BTC network features can influence the BTC price movements. They obtained classification 

accuracy of 55%. [9] used artificial neural network (ANN) to achieve a classification accuracy of 

65%. Furthermore, [25] predicted the BTC price using Bayesian optimized recurrent neural network 

(RNN) and long short-term memory (LSTM). The classification accuracy they achieved was 52% 

using LSTM with RMSE of 8%. They also reported that in forecasting, the nonlinear deep learning 

models performed better than ARIMA. [10] employed ANN and SVM algorithms in regression 

models to predict the minimum, maximum and closing BTS prices and reported that SVM algorithm 

performed best with MAPE of 1.58%. One of the latest studies in predicting BTC daily prices is by 

[8], which used high-dimensional features with different machine learning algorithms such as SVM, 
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LSTM and random forest. For next-day price forecast from July 2017 to January 2018, the highest 

accuracy of 65.3% was achieved by SVM. 

3. PROPOSED SYSTEM 

Below Figure gives an overview of the main ideas used in this paper. The ML-based time-series 

forecast method starts with the construction of a dataset. This is followed by the training of ML 

models and forecasts based on these models for different horizons of forecast. Time-series forecast on 

cryptocurrency prices has underlying interdependencies that are hard to understand and model. For 

example, there are statistical factors such as variance and standard deviation that change over time. 

 

Fig. 2: Overview of proposed system for cryptocurrency prediction.  

3.1 Dataset collection and upload dataset 
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3.2 Dataset preprocessing 

Data preprocessing is a process of preparing the raw data and making it suitable for a machine 

learning model. It is the first and crucial step while creating a machine learning model. When creating 

a machine learning project, it is not always a case that we come across clean and formatted data. And 

while doing any operation with data, it is mandatory to clean it and put it in a formatted way. So, for 

this, we use data preprocessing tasks. 

3.2.1 Need for Data Preprocessing: Real-world data generally contains noises, missing values, and 

maybe in an unusable format which cannot be directly used for machine learning models. Data 

preprocessing is required tasks for cleaning the data and making it suitable for a machine learning 

model which also increases the accuracy and efficiency of a machine learning model. 

 

Figure 3. Data collection and splitting. 
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3.3 Splitting the Dataset  

In machine learning data preprocessing, we divide our dataset into a training set and test set. This is 

one of the crucial steps of data preprocessing as by doing this, we can enhance the performance of our 

machine learning model. Suppose if we have given training to our machine learning model by a 

dataset and we test it by a completely different dataset. Then, it will create difficulties for our model 

to understand the correlations between the models. If we train our model very well and its training 

accuracy is also very high, but we provide a new dataset to it, then it will decrease the performance. 

So we always try to make a machine learning model which performs well with the training set and 

also with the test dataset. Here, we can define these datasets as: 

Training Set: A subset of dataset to train the machine learning model, and we already know the 

output. 

Test set: A subset of dataset to test the machine learning model, and by using the test set, model 

predicts the output. 

For splitting the dataset, we will use the below lines of code: 

from sklearn.model_selection import train_test_split   

x_train, x_test, y_train, y_test= train_test_split(x, y, test_size= 0.2, random_state=0)   

3.3.1 Explanation 

 In the above code, the first line is used for splitting arrays of the dataset into random train and 

test subsets. 

 In the second line, we have used four variables for our output that are 

 x_train: features for the training data 

 x_test: features for testing data 

 y_train: Dependent variables for training data 

 y_test: Independent variable for testing data 

 In train_test_split() function, we have passed four parameters in which first two are for arrays 

of data, and test_size is for specifying the size of the test set. The test_size maybe .5, .3, or .2, 

which tells the dividing ratio of training and testing sets. 

 The last parameter random_state is used to set a seed for a random generator so that you 

always get the same result, and the most used value for this is 42. 

3.4 Recurrent Neural Networks 

Recurrent neural network (RNN) is a class of artificial neural network where connections between 

units form a directed graph along a sequence. This allows it to exhibit dynamic temporal behavior for 

a time sequence. Unlike feedforward neural networks, RNNs can use their internal state (memory) to 

process sequences of inputs. This makes them applicable to tasks such as unsegmented, connected 
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handwriting recognition or speech recognition. Recurrent Neural Network comes into the picture 

when any model needs context to be able to provide the output based on the input. Similarly, RNN 

remembers everything. In other neural networks, all the inputs are independent of each other. But in 

RNN, all the inputs are related to each other. Let’s say you have to predict the next word in a given 

sentence, in that case, the relation among all the previous words helps in predicting the better output. 

The RNN remembers all these relations while training itself. In order to achieve it, the RNN creates 

the networks with loops in them, which allows it to persist the information. 

 

Figure 4. Recurrent unit. 

This loop structure allows the neural network to take the sequence of input. If you see the unrolled 

version, you will understand it better. 

 

Figure 5. RNN structure. 

As you can see in the unrolled version. First, it takes the x(0) from the sequence of input and then it 

outputs h(0) which together with x(1) is the input for the next step. So, the h(0) and x(1) is the input 

for the next step. Similarly, h(1) from the next is the input with x(2) for the next step and so on. This 

way, it keeps remembering the context while training. This way RNN works. RNN helps wherever we 

need context from the previous input. 

The following are the few applications of the RNN: 

 Next word prediction. 

 Music composition. 

 Image captioning 

 Speech recognition 

 Time series anomaly detection 

 Stock market prediction 



JOURNAL OF CRITICAL REVIEWS 
 

 ISSN- 2394-5125    VOL 10, ISSUE 01, 2022 
 
 

151 
 

Now a days, RNN has become very popular as it helps in solving many real-life problems which the 

industries are facing. In this network, the information moves in only one direction, forward, from the 

input nodes, through the hidden nodes (if any) and to the output nodes. There are no cycles or loops in 

the network. Conversely, to handle sequential data successfully, you need to use recurrent (feedback) 

neural network. It can ‘memorize’ parts of the inputs and use them to make accurate predictions. 

These networks are at the heart of speech recognition, translation and more. So, let’s dive into a more 

detailed explanation. 

What is a Recurrent Neural Network? 

Training a typical neural network involves the following steps: 

 Input an example from a dataset. 

 The network will take that example and apply some complex computations to it using 

randomly initialized variables (called weights and biases). 

 A predicted result will be produced. 

 Comparing that result to the expected value will give us an error. 

 Propagating the error back through the same path will adjust the variables. 

 Steps 1–5 are repeated until we are confident to say that our variables are well-defined. 

 A predication is made by applying these variables to a new unseen input. 

Here   ,   ,   , …,    represent the input words from the text,    ,   ,   , …,     represent the 

predicted next words and   ,   ,   ,   , …,     hold the information for the previous input words. 

Since plain text cannot be used in a neural network, we need to encode the words into vectors. The 

best approach is to use word embeddings (word2vec or GloVe) but for the purpose of this article, we 

will go for the one-hot encoded vectors. These are (V,1) vectors (V is the number of words in our 

vocabulary) where all the values are 0, except the one at the i-th position. For example, if our 

vocabulary is apple, apricot, banana, …, king, … zebra and the word is banana, then the vector is [0, 

0, 1, …, 0, …, 0]. Typically, the vocabulary contains all English words. That is why it is necessary to 

use word embeddings. Let’s define the equations needed for training: 

(1) 

1) —holds information about the previous words in the sequence. As you can see,    is calculated 

using the previous      vector and current word vector   . We also apply a non-linear activation 

function   (usually tanh or sigmoid) to the final summation. It is acceptable to assume that    is a 

vector of zeros. 

2) — calculates the predicted word vector at a given time step t. We use the softmax function to 

produce a       vector with all elements summing up to 1. This probability distribution gives us the 

index of the most likely next word from the vocabulary. 
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3) — uses the cross-entropy loss function at each time step t to calculate the error between the 

predicted and actual word. 

3.5 LSTM NEURAL NETWORK 

Deep learning is a new research direction in the field of artificial intelligence. It is developed on the 

basis of shallow neural networks with the improvement of computer hardware levels and the 

explosive growth of the current data volume. Deep learning and shallow neural network structure are 

both layered. Each layer will process the data input to the model and combine low-level features into 

potential high-level features by learning data rules. Compared with shallow models, deep learning can 

express complex high dimensionality such as high-variable functions and find the true relationships 

within the original data better. In the 1980s, artificial neural network back propagation algorithm was 

born. This method can automatically learn data rules from a large amount of training data without 

manual intervention. At present, deep learning is the most concerned research direction in the field of 

artificial intelligence, which completely subverts the shallow model in traditional machine, proposes a 

deep learning network model, and elevates it to a new height from theory to application. CNN 

(convolutional neural network) and RNN are two types of classical deep learning network structures 

now.  

Because there are connections between neurons in the RNN layer, the network can learn the change 

law of sequence data before and after, and the internal sequence rules of data is easy to be mined. 

Thus, RNN is widely used in the field of sequence data processing such as speech recognition and 

machine translation. However, this structure also has some problems. When data is transmitted 

backward, the problem of gradient disappearance or gradient explosion is unavoidable, which limits 

its processing of long-term dependencies. The LSTM network changes the way of gradient 

transmission during backpropagation by adding multiple special computing nodes in the hidden layer 

of RNN, which effectively slows the problem of gradient disappearance or gradient explosion. Its 

model structure is shown in Figure 6.  

 

Fig. 6: LSTM model structure. 
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Where ht−1 represents the output of the previous cell, and xt represents the input of the current cell. σ 

represents the sigmoid function. The difference between LSTM and RNN is that it adds a 

‘‘processor’’ to the algorithm to determine the usefulness of the information. The structure of this 

processor is called a cell. Three gates are placed in a cell, which are called Input gate, Forget gate, 

and Output gate. A piece of information enters the LSTM network, and it can be judged whether it is 

useful according to the rules. Only the information that meets the algorithm authentication will be left, 

and the non-conforming information will be forgotten through the Forget gate. 

3.6 FORGET GATE 

The first step for data entering the LSTM is to decide what information should be lost and what 

retained. This decision is made by the Forget gate, which reads h and x and outputs a value between 0 

and 1, where 1 means ‘‘complete reserved’’, 0 means ‘‘completely discarded’’. Forget gate is 

calculated as: 

    (2) 

In the formula, ft is the calculation result of the Forget gate which is mainly used to control the 

retention of the information transmitted from the unit state at the previous moment to the unit state at 

the current moment. [] indicates that the two vectors are spliced, ht−1 is the output of the unit at the 

previous moment, and are the weight and bias of Forget gate, Wf and bf are Sigmoid activation 

functions. 

3.6.1 INPUT GATE  

Input gate determines the addition of new information, and its operation process includes sigmoid 

layer and tanh layer. The sigmoid layer determines the information that needs to be updated. The 

calculation formula is: 

   (3) 

In the formula, it is the calculation result of the input gate, and the input gate also has independent 

weight and bias. The role of the tanh layer is to generate a vector of candidate update information. Its 

calculation formula is: 

   (4) 

 ̃ is the unit state of the current input, the unit state of the current moment is Ct, and its calculation 

formula is: 

    (5) 
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3.6.2 OUTPUT GATE 

Output gate is roughly the same as the Input gate, and its operation flow includes sigmoid layer and 

tanh layer. The sigmoid layer determines the output part of the information, and the calculation 

formula is: 

   (6) 

Finally get the output of the current moment ht: 

    (7) 

The forward propagation of LSTM calculates the cell state Ct and ht the output of the current moment 

and completes the forward propagation calculation of the network. The backpropagation of LSTM is 

like the back-propagation principle of RNN. Finally, the weights and biases of all parts of the network 

are updated to complete the model training. 

4. RESULTS AND DISCUSSION 

4.1 Sample Training Data 

 

4.2 Outcome of Standard scaler transform 

 

4.3 Building LSTM model 
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4.4 Model summary 

 

4.4 Prediction results 

 

Figure 20. Cryptocurrency Price Prediction using RNN-LSTM  
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5. CONCLUSION 

In this project, we address short-term to mid-term BTC price forecasts using ML models. It is the first 

study that takes into consideration all the price indicators up to May 27, 2020, and provides highly 

accurate end-of-day, short-term (7 days) and mid-term (30 and 90 days) BTC price forecasts using 

machine learning. The LSTM showed the best overall performance. Performance evaluation results 

show an improvement over the latest literature in daily closing price forecast and price 

increase/decrease forecasting. The results are satisfactory and show potential for further applications 

in different areas such financial technology, blockchain and AI development. Our results show that it 

is possible to forecast the actual BTC price with very low error rates, while it is much harder to 

forecast its rise and fall. The classification model performance scores presented are the best in the 

literature. Having said that, the classification models for Bitcoin need to be further studied. As further 

work, hourly BTC prices and technical indicators may be utilized as well as using ensemble models 

that combined different types of models for making forecast. Further work which can be followed on 

the basis of this paper is investigating the use of artificial intelligence for modeling the price of 

cryptocurrencies as a basis for measuring the risk factor for the financial usage of blockchain 

technology. This model could also be useful in detecting fraudulent activities and anomalous 

behavior. When the actual behavior (price) changes significantly from the modeled behavior, this may 

indicate the effect of external factors such as major global events as well as fraudulent activities such 

as artificial pumps and dumps. While price modeling and forecast is not the only tool to detect such 

external factors, one of the possible applications of such models is in the detection and prevention of 

fraudulent activities. Our future research will be focusing on such application areas. Using external 

data inputs related to global events and global financial risk, a combination of machine learning-based 

price models and anomaly detection methods may be utilized to assess and predict the stability of 

cryptocurrencies. 
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